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Abstract— Multiprotocol Label Switching (MPLS) was originally 
conceived to improve the efficiency of packet forwarding in 
network equipments and it relies on a strict separation between 
the control and forwarding planes in the network functions as 
well as in the software and hardware architecture of the routers. 
The paper presents the results of an experimental study aimed at 
evaluating the performance of the control and forwarding planes 
in a metropolitan MPLS network, interconnecting three sites, 
located in Pisa and equipped with M10 Juniper routers. In
particular, experimental tests have been carried out to deeply 
investigate the behaviour of the network control and forwarding 
planes in different working conditions. 
Index terms--  MPLS, control plane, forwarding plane 
I.
INTRODUCTION

Network layer routing can be partitioned in two basic 

components: control and forwarding. The former is responsible 

for the construction and the maintenance of the forwarding

table, the latter is concerned with the forwarding of packets 

from input to output interfaces, on the basis of the forwarding 

table maintained by the router and the information carried in 

the packet itself. 

At present, networks implement the control and forwarding 

planes in a distributed way. In particular, the control 

component consists of one or more routing protocols for the 

exchange of routing information among the routers as well as 

the algorithms used to convert the collected information into a 

forwarding table. The forwarding component, instead, consists 

of a set of algorithms used to take a forwarding decision on a

packet. Traditional IP routers typically use destination-based 

forwarding to determine the next hop for a packet. The longest 

prefix-match, required in IP address look-up to perform 

destination-based forwarding, is too costly for core routers, 

because it requires a high processing effort. A trade-off 

between scalability and flexibility is necessary to improve the

performance of a traditional IP router: on the one hand, a 

coarse forwarding granularity assures the system scalability, on 

the other hand, a system supporting only coarse forwarding

granularity may be fairly inflexible, since the number of the
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differentiated treatments could be insufficient. The key 

architectural principle of MPLS is a clean functional separation 

of the network layer routing into control and forwarding 

components. The label switching forwarding component takes 

a forwarding decision on a packet using a label applied to it 

and a forwarding table maintained by the Label Switching 

Router (LSR). Just like a control component of any routing

system, the label switching control component must provide 

for consistent distribution of routing information among LSRs

as well as consistent procedures for constructing forwarding

tables from this information. To support label switching, the

control component has also other functionalities, such as 

creating binding between labels and Forwarding Equivalence

Classes (FECs), informing other LSRs of the binding created,

taking into account bindings to construct and maintain the 

forwarding table. Under ideal conditions, an LSR should be 

able to forward data at whatever speed the label switching 

forwarding component runs, regardless of the computational 

and processing efforts required to the control component by the

routing and signalling protocols. Therefore, also the hardware 

architecture of an LSR should be designed and implemented in 

order to satisfy the new functional requirements of the control 

and forwarding planes.

The experimental analysis, described in this paper, aims at

verifying, in practice, the ideal separation, both in terms of 

functionalities and performance, between the control and

forwarding planes of an MPLS network. In particular, in our 

testbed, we configured three M10 Juniper routers as LSRs and

we performed tests to investigate how the signalling load, due 

to a control plane based on the RSVP-TE protocol, affects the

forwarding performance of the network when a large number 

of LSPs is torn down and re-established in short time intervals.  

The paper is organized as follows: section II and III provide

an overview on the MPLS architecture and the RSVP-TE 

protocol. Afterwards, section IV describes the performance 

tests, emphasizing the targets of our research activity. Finally, 

section V contains the experimental results and section VI 

sums up the work.
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II.
MULTIPROTOCOL LABEL SWITCHING

An MPLS domain is a set of contiguous nodes capable of 

executing MPLS signalling protocols as well as routing and 

forwarding packets on the basis of a label. 

In general, an MPLS domain can be divided in two 

different portions: Core and Edge. The former consists of 

nodes (Transit LSRs) with only MPLS capable neighbours, the 

latter is made of nodes (Edge LSRs - LERs) that have both 

MPLS capable and incapable neighbours. In a network 

supporting MPLS, a label-switched path (LSP) is a 

unidirectional connection through multiple LSRs. 

With respect to the direction of a traffic flow, it is possible 

to distinguish between an Ingress and an Egress LSR. An 

Ingress LSR processes the traffic entering an MPLS domain,

while an Egress LSR deals with the traffic leaving an MPLS 

domain. Concerning this aspect, it is relevant to outline that

each traffic flow has its own Ingress and Egress LSR.  

MPLS [1] is characterized by a clear separation between 

the grouping of packets that are to be forwarded in the same 

manner (the FECs) and the labels used to mark them. In 

general, the granularity of FECs within a router can vary from 

very coarse to extremely fine, according to the information 

used in assigning IP packets to the FECs. On the one hand, an 

FEC can be associated with the traffic flow generated by a 

particular application with specific source and destination 

hosts, on the other hand, an FEC can be associated with all the 

flows addressed to the same Egress LSR. The assignment of a 

packet to an FEC is done once, at the ingress point of the

MPLS network. 

Besides speeding up the IP packets forwarding process, the

deployment of MPLS enables the support of many other 

capabilities, such as Traffic Engineering, Resilience and 

Virtual Private Networks (VPNs). Finally, it is worth 

emphasizing that MPLS plays also a key role in enabling QoS, 

even if QoS may be supported only if MPLS is combined with

other protocols, such as RSVP-TE, and QoS architectures (i.e. 

Differentiated Services).

III.
THE RSVP-TE PROTOCOL

In an MPLS network, an LSP must be set up and labels 

assigned at each hop before the traffic can be forwarded. 

Therefore, MPLS requires a signalling protocol to distribute 

label bindings between the LSRs and, optionally, to enable 

other advanced features, such as explicitly routing the LSPs, 

reserving bandwidth and preventing loops. In general, label 

bindings between the LSRs may be distributed by either an 

upstream or a downstream LSR. In the MPLS architecture, a 

downstream LSR distributes label bindings to an upstream 

LSR. 

The IETF proposed three standard protocols to distribute 

labels: the Label Distribution Protocol (LDP), the Resource 

Reservation Protocol with Traffic Engineering extensions

(RSVP-TE) and the Constrained-based Routed LDP (CR-

LDP).  

LDP [2] is suitable for establishing control-driven LSPs, 

but it does not provide any traffic-engineering capability. In 


particular, when LDP is used, each LSR determines the next 

interface for the LSP according to its forwarding table and 

requests the label to the next-hop router. 

RSVP-TE [3] is an RSVP [4] extension to establish traffic-

engineered LSPs. Unlike LDP, that establishes LSPs along the 

routes specified by the IGP (Interior Gateway Protocol) routing

protocols, RSVP-TE adopts a request-driven label assignment

approach and allows to create explicitly routed LSPs between 

any LSR pair. However, due to its soft-state nature, RSVP-TE 

suffers from inherent scalability problems when the number of 

LSPs for each LSR increases.

CR-LDP [5] [6] [7] is an hard-state protocol that extends 

LDP to carry the explicit route information, the traffic

parameters for resource reservation and the options for CR-

LSP resilience. It is relevant to highlight that CR-LDP has been 

designed to overcome the main RSVP-TE drawbacks, ensuring 

reliable transport of signalling messages and providing also 

better scaling properties. Nevertheless, some networking

devices manufactures (e.g. Juniper Networks) do not 

implement CR-LDP in their operating systems, so, in most 

cases, RSVP-TE is the only signalling protocol available in 

MPLS networks supporting QoS. Therefore, in the following, 

we turn our attention to RSVP-TE only.

IV.
PERFORMANCE  TESTS

The target of our research activity is twofold: 

a) evaluating the forwarding plane behaviour of an MPLS 

network under critical working conditions. In our experimental 

study, we focus on transient periods, that might be the result of 

links or nodes failures as well as reconfiguration actions,

because, in such conditions, the control plane has to handle 

large volumes of signalling traffic due to LSPs rerouting or 

creation. The end-to-end delay and the packet loss are used as 

performance metrics; 

b) analysing the control plane behaviour when the network 

data plane has to forward a large amount of traffic. In this case, 

the number of LSPs that the control plane is able to set-up and 

tear down in a given time is adopted as performance metric.

The tests have been carried out using the Adtech AX/4000 

[8], a device specifically designed by Spirent Communications 

to test the performance of broadband networks. The AX/4000

Broadband Test System is a modular multi-port system that 

may be used to test multiple network technologies such as 

ATM, IP, Frame Relay and Ethernet at speed up to 10 Gbps. 

Moreover, this system may generate data traffic with different 

profiles, perform full-rate analysis, stress the network nodes in 

critical working conditions, emulate routing and signalling

protocols. 

The RSVP-TE Forwarding Performance During Tunnel 

Establishment Test [9], a performance test available within the 

Spirent Connect software package, has been used to perform 

the experimental activity. Indeed, this test allows the user to 

measure the capability of a System Under Test (SUT) to 

correctly forward MPLS labeled packets to stable LSPs, while 

other LSPs are explicitly set up and torn down by sending 

RSVP-TE PATH/PATH_TEAR messages.  
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Figure 1 shows the network scenario where the tests have 

been carried out. The topology of the network is a ring. Three 

sites (Department of Information Engineering of the University 

of Pisa, CNIT - National Laboratory of Photonic Networks,

CNR – Institute for Informatics and Telematics), located in 

Pisa and equipped with an M10 Juniper router, are connected 

by means of point-to-point Gigabit Ethernet links. Each router 

acts as an LSR; the AX/4000 has been inserted into the ring 

and two of its interfaces, emulating an Ingress and an Egress 

LSR respectively, have been connected with two of the three 

M10 Juniper routers. 


the N-K LSPs, torn down in the first flapping period, 

continues. 
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Figure 2. 
Prior and During Flapping run time 

The traffic analyser collects several statistics about the 

results of the tests. In particular, the following ones may be 

used to characterize the behaviour of the SUT control plane:


Failed Tunnel Establishment: number of LSPs that 

the SUT failed to re-establish at the end of the test 

Flapped LSPs

Stable LSPs


Site 2


PATH_TEAR messages received: total number (P) 

of the PATH_TEAR messages generated by the

AX/4000 interface acting as Ingress LSR and received 

Figure 1. 
The MPLS network testbed

The performance tests are organized as follows: 

a) two different sets of LSPs are established: the first one 

(also called, in the following, data traffic LSPs) consists of the

LSPs which, after being created, will remain stable for the 

whole duration of the test. The second one (flapped LSPs) is 

the set of LSPs that will be explicitly flapped (set up and torn 

down).  

b) The Ingress LER generates MPLS labeled packets and 

sends them to the Egress LER using the data traffic LSPs.

c) The Egress LER receives and analyses the packets. 

The tests comprise of two subsequent phases (Fig. 2): 


Phase I - Prior Flapping Phase (start time: t=0s, 

finish time: t=10s): let M be the number of stable 

LSPs, established between the Ingress and the Egress 

LER, that carry CBR data traffic. Moreover, let N be 

the number of LSPs, established between the Ingress 

and the Egress LER, that remain stable in this phase, 

but will be flapped in phase II. 


Phase II - During Flapping Phase (start time: t=10s, 

finish time: t=17s): M data traffic LSPs remain stable, 

while two flapping events take place (t=10 sec, t=15 

sec). During the first flapping period (duration: 5

seconds) the N LSPs, that remained  stable in phase I, 

are torn down and, subsequently, re-established. Let K 

(K≤N) be the number of LSPs active when the second 

flapping event occurs. In the second flapping period 

(duration: 2 seconds), K LSPs are torn down and J 

(J≤K) of them are re-established before the end of the 

test. At the same time, the re-establishment process of 


by the Egress LSR during the test.

The first statistic does not allow to characterize the 

behaviour of the control plane, because no failure was reported

in all the tests. Besides, information on the finish time of the K 

LSPs and N-K LSPs re-establishment processes are

unavailable. Therefore, it is necessary to identify a more 

significant parameter to evaluate the performance of the control 

plane. To this aim, we take into account, as observation 

interval, the first flapping period and we choose K as 

performance metric, since it can be easily computed. Indeed, as 

it can be inferred from Figure 2, the total number P of 

PATH_TEAR messages, received by the analyser  at the end of 

the test, is equal to N+K (N+K
≤ 2N), so that K may be 

calculated as (P – N).

We highlight that K allows evaluating: 

a) if the control plane behaviour is linear and, in particular, 

if K linearly decreases when N increases; 

b) if the control plane behaviour is independent of the data 

traffic to forward, by analysing, for each value of N, the

behaviour of K when the data traffic load changes. 

V.
EXPERIMENTAL RESULTS

Two different categories of tests have been carried out: the 

first one (Test 1.x.x and 3.x.x) aims at evaluating the behaviour

of the network forwarding plane (Par. 5.1) when the processing 

load required by the control plane progressively increases; the 

second one (Test 2.x.x and 4.x.x) focuses on analysing the

network behaviour when the complexity of the operations 

involving both the control and forwarding planes increases.

These tests have been also repeated on a single M10 Juniper 

router (Par. 5.2) to understand how the performance of the 
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control and data planes is affected by the number of routers in 

the network. Moreover, the analysis of the single router 

scenario permits us to justify the results obtained for the whole 

metropolitan network. 


Moreover, the Ingress LER generates and sends labeled

CBR traffic into these LSPs. At the same time, N LSPs are 

flapped. 

Test M  N
In more detail, the following tests have been performed: 


Tests 1.x.x and 3.x.x (see Tables I and II)

100 (M) data traffic LSPs are established between the

Ingress and the Egress LER. Moreover, the Ingress LER 

generates and forwards labeled CBR traffic to these LSPs. At 

the same time, N LSPs are flapped. 

The tests have been repeated when N varies from 100 to 


2.x.1/4.x.1

2.x.2/4.x.2

2.x.3/4.x.3

2.x.4/4.x.4

2.x.5/4.x.5

2.x.6/4.x.6

2.x.7/4.x.7

2.x.8/4.x.8

2.x.9/4.x.9


100

150

200

250

300

350

400

450

500


100

150

200

250

300

350

400

450

500

900, with an increment of 100 LSPs from a test to the next, and 

with the following characteristics of the data traffic:


Total Bit rate: 500 Mbps, 900 Mbps. 


Packet size: 64, 512, 1500 bytes. 


TABLE III. 
SECOND TEST TYPE – M AND N VALUES

The tests have been repeated when M and N vary from 100 

to 500, with an increment of 50 LSPs from a test to the next, 

with the following data traffic characteristics:


Total Bit rate: 500 Mbps, 900 Mbps.  

Test 

Packet Size (Bytes) 

Bit Rate (Mbps) 
1.1.x/2.1.x 64

1.2.x/2.2.x 512

1.3.x/2.3.x 1500

3.1.x/4.1.x 64

3.2.x/4.2.x 512

3.3.x/4.3.x 1500


500

500

500

761.9

900

900



Packet size: 64, 512, 1500 bytes. 

A.
MPLS Network Scenario 
a) Analysis of the control plane behaviour
In all the tests performed, we observed that during the 

second flapping period (duration: 2 seconds), the control plane 

TABLE I. 
BIT RATE AND PACKET SIZE OF THE DATA TRAFFIC

Test M
N
1.x.1/3.x.1
100
100

1.x.2/3.x.2
100
200

1.x.3/3.x.3
100
300


succeeded in tearing down and re-establishing the K LSPs as 

well as re-establishing the N-K LSPs torn down in the first 

flapping period. As explained in the previous section, since we 

do not know when the LSPs re-establishment process ends, the

statistics collected at the end of the tests do not provide any 

useful result to understand the behaviour of the control plane.  

1.x.4/3.x.4

1.x.5/3.x.5

1.x.6/3.x.6

1.x.7/3.x.7

1.x.8/3.x.8

1.x.9/3.x.9


100

100

100

100

100

100


400

500

600

700

800

900



350

300

250

200

150



64 bytes
512 bytes
1500 bytes

TABLE II.
FIRST TEST TYPE - M AND N VALUES

It is necessary to outline that:

1.
the overall data traffic is equally subdivided among M


100

50

0



100
200
300
400
500
600
700
800
900

N LSPs

CBR data sub-streams, so each of the M LSPs carries 

the same traffic share;

2.
the packet size includes the Gigabit Ethernet header, 

payload and trailer; 

3.
taking into account the minimum inter-packet gap (96

bits/time) and the preamble (8 bytes) of the Gigabit 

Ethernet, when the packet size is 64 bytes (Test 3.1.x 

and 4.1.x), the maximum throughput is 761.9 Mbps. 


Test 2.x.x and 4.x.x (see Tables I and III)

M data traffic LSPs are established between the Ingress and 

the Egress LER. 


Figure 3. 
Test 1.x.x - Control Plane behaviour - data rate 500 Mbps 
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Figure 4. 
Test 3.x.x - Control Plane behaviour – data rate 900 Mbps 
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Therefore, we take into consideration the value of K 

observed at the end of the first flapping period. 

For the first category of tests, figures 3 and 4 show the

number (K) of LSPs re-established, before the beginning of the 

second flapping event when the data rate is equal to 500 Mbps 

and 900 Mbps respectively. 

If N ≤ 300, all the LSPs are torn down and re-established 

before the beginning of the second flapping period, regardless

of the data traffic bit rate and packet size. On the contrary, if N 

> 300, the number of LSPs re-established after the first 

flapping period is always less than the number of LSPs torn 

down, because the time between the two flapping events is not

enough to tear down and re-establish all the LSPs. 


SUT does not fail to re-establish any LSP at the end of the test. 

Moreover, within the first flapping period, if N ≤ 300  K=N. 

Therefore, we can state that the control plane always succeeds 

in tearing down and re-establishing all the K LSPs by two 

seconds, even if K is equal to 300.  

Figure 5 shows, instead, that when N is equal to 350, the

control plane is not able to re-establish all the N LSPs 

previously torn down. 

Since such a result refers to the end of the first flapping 

period, that lasts three seconds more than the second one, we 

can infer that when the number N of the active LSPs exceeds a

threshold (which is 250 or 300 depending on the tests), the

number of the flapped LSPs per second decreases, highlighting

a not linear behaviour of the control plane. 

350

300

250

200

150

100

50

0


64 bytes


512 bytes


1500 bytes


Moreover, in our experiments, K does not always decrease 

when N increases, unlike as we could have expected. This 

means that, in some cases, the control plane shows an 

unpredictable behaviour. 

b) Analysis of the forwarding plane behaviour
Two metrics have been chosen to evaluate the performance 

100
150
200
250
300
350
400
450
500

N LSPs

Figure 5. 
Test 2.x.x - Control Plane behaviour - data rate 500 Mbps 

Note that the number of LSPs re-established after the first 

flapping period slightly changes both with the packet size and 

the bit rate of the data traffic. 

As far as the second tests category is concerned, figures 5 

(data rate: 500 Mbps) and 6 (data rate: 900 Mbps) refer to the

same experimental scenario as for the first test category, but 

both M and N are proportionally increased. 

The results show that, if N (and M) ≤ 250, all the LSPs are

torn down and re-established, independently of the bit rate and 

the packet size of the data traffic. On the contrary, if N  > 250,

K is always less than N and the number of LSPs re-established 

after the first flapping period changes both with the packet size 

and the bit rate of the data traffic.


of the forwarding plane:


Packet loss prior and during flapping. 


End-to-end delay prior and during flapping, computed

as the average of the mean end-to-end delays measured 

for the M data sub-streams. 

In all the tests performed, no packet loss was ever 

experienced.

Tables IV and V show the average end-to-end delay.

First Tests Category 
End-to-End Delay 
Test Prior
During

1.1.x 
0.135 ms 
0.135 ms 

1.2.x 
0.162 ms 
0.162 ms 

1.3.x 
0.206 ms 
0.206 ms 

3.1.x 
119 ms 
120 ms 

3.2.x 
0.162 ms 
0.162 ms 

64 bytes



512 bytes



1500 bytes


3.3.x 


0.206 ms 


0.206 ms 

350

300

250

200

150

100


TABLE IV.
AVERAGE END-TO-END DELAY OF THE M DATA FLOWS

Second Tests Category 
End-to-End Delay 
50


Test Prior


During

0


100
150
200
250
300
350
400
450
500

N LSPs


2.1.x 

2.2.x 

2.3.x 

4.1.x 


0.135 ms 

0.162 ms 

0.206 ms 

121 ms 


0.135 ms 

0.162 ms 

0.206 ms 

122 ms 

Figure 6. 
Test 4.x.x - Control Plane behaviour – data rate 900 Mbps 

In order to better understand the behaviour of the network


4.2.x 

4.3.x 


0.162 ms 

0.206 ms 


0.162 ms 

0.206 ms 

control plane, it is useful to compare what it occurs in the first 

and in the second flapping period. As previously explained, the 


TABLE V. 
AVERAGE END-TO-END DELAY OF THE M DATA FLOWS
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As far as the bit rate and the packet size remain equal, the 

number (N) of flapped LSPs does not affect the behaviour of 

the forwarding plane. For this reason, the end-to-end delay 

values reported in the tables do not depend on N. 

Moreover, in all the tests performed, there is no degradation 

in the data plane performance prior and during the flapping 

period.

For a fixed value of  the packet size, except for 64 bytes, 

the end-to-end delay is independent of the tests category as 

well as the bit rate of the data traffic. 

When the packet size is equal to 64 bytes and the bit rate is 

761.9 Mbps, the end-to-end delay both prior and during

flapping dramatically increases. This behaviour may be 

explained considering that:

a) in these operating conditions the packet rate assumes the 

maximum achievable value (1488086 pkt/s); 

b) a dynamic allocation algorithm, also known as MAD

(Memory Allocation Dynamic), is used by Juniper routers to

set the interfaces buffer size. This algorithm allows to 

automatically modify the buffer size according to the average 

length of the queues. Tests carried out on a single M10 Juniper 

router, in such critical conditions, show that the average end-to-

end delay linearly increases with time, due to the increase of 

the queueing delay. Nevertheless, no packets loss occurs 

because the buffer size grows, too. Note that the end-to-end 

delay values reported in tables IV and V refer to the end of the 

tests, which last 17 seconds only. 

B.
Single Router Scenario 
In order to justify the results shown in the previous 

paragraph, it is useful to focus our attention on a single router.

In this scenario (figure 7), two Gigabit Ethernet interfaces of 

the AX/4000, emulating an Ingress and an Egress LSR 

respectively, have been connected to an M10 Juniper router 

acting as an LSR. 

Ingress LER 

Adtech AX/4000

Gigabit Ethernet


Figures 8-11 show that the control plane behaviour in the 

two different scenarios (see figures 3-6) is similar. 

As a matter of fact, the results of the first tests category 

show that if N
≤ 300, all the LSPs are torn down and re-

established before the beginning of the second flapping period,

regardless of the data traffic bit rate and packet size, whereas if 

N > 300, the LSPs re-established after the first flapping period

are always less than the LSPs torn down.  

Comparing figures 3-4 with figures 8-9, if N > 300, we can 

also observe that the control plane behaviour appears to be 

more variable in the MPLS network than in the single router 

scenario. Concerning the number of LSPs re-established at the 

end of the first flapping period, the results of the second tests

category show a similar behaviour. 
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Figure 8. 
Test 1.x.x - Control Plane behaviour - data rate 500 Mbps 
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Figure 9. 
Test 3.x.x - Control Plane behaviour - data rate 900 Mbps 
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Figure 7. 
The single router testbed

a) Analysis of the control plane behaviour
As previously done for the MPLS network, to evaluate the 

control plane behaviour, we take into account the number (K)

of LSPs that the router is able to re-establish within the first 

flapping period, when the processing load required to the

control plane progressively increases (figures 8, 9) and when 

the number of both flapped and data traffic LSPs 
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proportionally increases (figures 10, 11). 


Figure 10. Test 2.x.x - Control Plane behaviour - data rate 500 Mbps 
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performance of the control plane is independent of the data 

traffic parameters (bit rate, packet size), we can say that the

ideal separation between the control and data planes is verified.

Therefore, the introduction of the MPLS architecture does 

not affect the router performance, as clearly shown by the 

results obtained in our study. 

VI.
CONCLUSIONS

The paper presents the results of an experimental study 

aimed at evaluating the performance of the control and

forwarding planes of a network composed of three M10 

Juniper routers supporting MPLS. To characterize the

Figure 11. Test 4.x.x - Control Plane behaviour - data rate 900 Mbps 

b) Analysis of the forwarding plane behaviour
In all the tests performed, no packet loss was ever 

experienced.

First Tests Category 
End-to-End delay 

behaviour of the control plane, it has been taken into

consideration the number of LSPs that the routers tear down 

and re-establish during the time between two subsequent 

flapping events. In particular, the tests performed allow to 

analyse the routers and the network behaviour in a worst case

situation, when the time interval between the flapping events is 

really short and the offered traffic load is very high. 

The results show that the behaviour of the control plane is 

not linear and does not depend on the bit rate and packet size of 

the data traffic to be forwarded. As far as the forwarding plane 

Test Prior

1.1.x 

1.2.x 

1.3.x 

3.1.x 

3.2.x 

3.3.x 



0.007 ms 

0.016 ms 

0.03 ms 

0.156 ms 

0.016 ms 

0.031 ms 


During

0.007 ms 

0.016 ms 

0.03 ms 

0.156 ms 

0.016 ms 

0.031 ms 


is concerned, using the packet loss and the end-to-end delay as 

performance metrics, we found that the forwarding behaviour

of the router is independent of the control plane. In fact, no 

packet loss was ever experienced and the end-to-end delay of 

the data traffic is independent of the LSPs number. Moreover, 

the tests highlight that there is no degradation in the data plane 

performance from the prior flapping phase to the during 

TABLE VI.
AVERAGE END-TO-END DELAY OF THE M DATA FLOWS

Second Tests Category 
End-to-End delay 
Test Prior
During


flapping phase. The end-to-end delay increases with the packet 

size and is independent of the tests category as well as the bit 

rate of the data traffic for every packet size taken into 

consideration, except when 64 bytes packets are considered 

and the bit rate is equal to 761.9 Mbps. In this case, the end-to-

end delay prior and during flapping significantly increases in 

2.1.x 

2.2.x 

2.3.x 

4.1.x 

4.2.x 

4.3.x 


0.007 ms 

0.016 ms 

0.03 ms 

0.156 ms 

0.016 ms 

0.031 ms 


0.007 ms 

0.016 ms 

0.03 ms 

0.156 ms 

0.016 ms 

0.031 ms 


comparison to the values obtained when the bit rate is equal to 

500 Mbps, due to both the maximum theoretical bit rate and the 

dynamic allocation algorithm of the buffer implemented in the

router.
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